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CONSPECTUS: The desire to study molecular systems that are much larger than
what the current state-of-the-art ab initio or density functional theory methods
could handle has naturally led to the development of novel approximate methods,
including semiempirical approaches, reduced-scaling methods, and fragmentation
methods. The major computational limitation of ab initio methods is the scaling
problem, because the cost of ab initio calculation scales nth power or worse with
system size. In the past decade, the fragmentation approach based on chemical
locality has opened a new door for developing linear-scaling quantum mechanical
(QM) methods for large systems and for applications to large molecular systems
such as biomolecules. The fragmentation approach is highly attractive from a
computational standpoint. First, the ab initio calculation of individual fragments
can be conducted almost independently, which makes it suitable for massively
parallel computations. Second, the electron properties, such as density and energy,
are typically combined in a linear fashion to reproduce those for the entire
molecular system, which makes the overall computation scale linearly with the size of the system.
In this Account, two fragmentation methods and their applications to macromolecules are described. They are the
electrostatically embedded generalized molecular fractionation with conjugate caps (EE-GMFCC) method and the automated
fragmentation quantum mechanics/molecular mechanics (AF-QM/MM) approach. The EE-GMFCC method is developed from
the MFCC approach, which was initially used to obtain accurate protein−ligand QM interaction energies. The main idea of the
MFCC approach is that a pair of conjugate caps (concaps) is inserted at the location where the subsystem is divided by cutting
the chemical bond. In addition, the pair of concaps is fused to form molecular species such that the overcounted effect from
added concaps can be properly removed. By introducing the electrostatic embedding field in each fragment calculation and two-
body interaction energy correction on top of the MFCC approach, the EE-GMFCC method is capable of accurately reproducing
the QM molecular properties (such as the dipole moment, electron density, and electrostatic potential), the total energy, and the
electrostatic solvation energy from full system calculations for proteins.
On the other hand, the AF-QM/MM method was used for the efficient QM calculation of protein nuclear magnetic resonance
(NMR) parameters, including the chemical shift, chemical shift anisotropy tensor, and spin−spin coupling constant. In the AF-
QM/MM approach, each amino acid and all the residues in its vicinity are automatically assigned as the QM region through a
distance cutoff for each residue-centric QM/MM calculation. Local chemical properties of the central residue can be obtained
from individual QM/MM calculations. The AF-QM/MM approach precisely reproduces the NMR chemical shifts of proteins in
the gas phase from full system QM calculations. Furthermore, via the incorporation of implicit and explicit solvent models, the
protein NMR chemical shifts calculated by the AF-QM/MM method are in excellent agreement with experimental values. The
applications of the AF-QM/MM method may also be extended to more general biological systems such as DNA/RNA and
protein−ligand complexes.

1. INTRODUCTION

At present, accurate and efficient quantum chemistry
calculations for macromolecules (containing more than 500
atoms) still present a grand challenge to computational
chemists. The major limitation of ab initio methods is the
scaling problem.1 At the Hartree−Fock (HF) and density
functional theory (DFT) levels, the conventional high-power
scaling is O(N3) (N denotes the size of the system). As for
post-HF methods, second-order Møller−Plesset perturbation
theory (MP2) scales as O(N5), and the coupled-cluster (CC)

method that includes single and double excitations (CCSD)
scales as O(N6).
Much effort has been devoted to the development of linear-

scaling methods for energy calculation of large molecular
systems at the ab initio level.2−10 In recent years, fragmentation
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methods emerged as highly efficient and powerful approaches
for developing linear-scaling QM methods for large systems.11

The fragmentation approach is based on the “chemical locality”
of macromolecular systems, which assumes that the local region
of a macromolecule is only weakly influenced by the atoms that
are far from the region of interest. On the basis of this chemical
intuition, the macromolecule is usually divided into subsystems
(fragments) in the fragmentation approaches, and subse-
quently, the total energy or molecular properties of the whole
system can be obtained by taking a proper linear combination
of the corresponding terms of individual fragments.
The fragmentation approach is more attractive as a practical

tool for electronic structure calculation of large systems than
conventional linear-scaling methods in several aspects, such as
easy implementation of parallelization without extensively
modifying the existing QM programs and straightforward
application at all levels of ab initio electronic structure theories.
Over the past decade, a range of fragmentation QM methods
for large systems have been proposed, including the fragment
molecular orbital (FMO) method,12−15 the molecular fractio-
nation with conjugate caps (MFCC) approach,16−21 the
systematic fragmentation method (SFM),22−24 the adjustable
density matrix assembler (ADMA) approach,25−27 the molec-
ular tailoring approach (MTA),28−30 the generalized energy-
based fragmentation (GEBF) method,31−33 the electrostatically
embedded many-body (EE-MB) expansion approach,34,35 the
explicit polarization (X-Pol) potential,36,37 and the automated
fragmentation quantum mechanics/molecular mechanics (AF-
QM/MM) method.38−40 A comprehensive review of the
fragmentation QM methods can be found in a recent review
by Gordon and co-workers.11

The fragmentation methods have been successfully applied in
various applications to complex molecular systems such as
molecular clusters, proteins, and protein−ligand complexes. In
this Account, we describe two fragmentation QM methods and
their applications. One is the electrostatically embedded
generalized MFCC (EE-GMFCC) method,41,42 which is a
more generalized approach to computing the total energy and
molecular properties of macromolecules on top of the MFCC
method. The other is the AF-QM/MM method for the
calculation of protein nuclear magnetic resonance (NMR)
chemical shifts by combination with implicit and explicit
solvation models.38−40,43−45

2. MFCC METHOD

2.1. Protein−Ligand Interaction Energy

The MFCC method was initially aimed to provide efficient,
linear-scaling ab initio calculation of protein−ligand interaction
energies.16 The main idea of the MFCC approach is to divide a
protein molecule into amino acid fragments that are properly
capped.16,46−48 Using the fractionation scheme, the interaction
energy between the protein and ligand can be computed by
separate calculations of individual fragments interacting with
the ligand. A crucial feature of the MFCC approach is that a
pair of conjugate caps (concaps) is inserted at the cutting
location. These caps are introduced to serve two purposes. (1)
They cap the cutoff fragments to saturate the dangling bonds.
(2) They mimic the local chemical environment of the original
protein to the cutoff fragments. In addition, the pair of concaps
is fused to form proper molecular species such that the doubly
counted interaction energy between caps of the fragments and
the ligand can be thoroughly subtracted. Hydrogen atoms are

added to terminate the molecular caps to prevent dangling
bonds. Figure 1 illustrates the MFCC scheme in which a
peptide bond is cut and the fragments are capped.

By cutting the peptide bond of the protein into amino acid
fragments and inserting a pair of concaps, CH2RiCO− and
−NHCH2Ri+1 (i denotes the index of the ith amino acid), at the
cutting location to cap the fragments, the interaction energy for
the protein−ligand binding system (EP−L) is given by the
following expression16,49−51
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where EFk−L and ECCk−L represent the total energy of the kth
capped fragment and ligand and the total energy of the kth
concap and ligand, respectively, EFk and ECCk

are the self-energy
of the kth capped fragment and kth concap, respectively, and EL
is the energy of the ligand. For a protein with N amino acids,
there are N − 2 capped fragments and N − 3 concaps. In
situations where the protein has additional chemical bonds
between non-neighboring residues such as disulfide bonds,
additional cutting of these bonds is needed as described in ref
48. Figure 2 shows the comparison between the full system
M062X/6-311G** and MFCC results for calculating the
interaction energy between Efavirenz and a polypeptide
(containing 19 residues) extracted from HIV-1 reverse
transcriptase (RT). The MFCC method can accurately
reproduce the ab initio interaction energy between the protein
and ligand with a low computational cost. Full quantum
mechanical studies of the mutational effect in the binding of
Nevirapine and Efavirenz to HIV-1 RT based on the MFCC
method were presented in refs 50 and 51, respectively.
2.2. Total Energy of the Protein

Using the MFCC approach, the total electron density of
protein with N amino acids can be obtained by linear
combination of individual densities of capped fragments using
the MFCC ansatz17,52,53

Figure 1. MFCC scheme in which the peptide bond is cut in panel a
and the fragments are capped with Capi+1 and its conjugate Capi* in
panel b, where i represents the index of the ith amino acid in the given
protein. The atomic structure of the concap is shown in panel c. The
concap is defined as the Capi*−Capi+1 fused molecular species.

Accounts of Chemical Research Article

dx.doi.org/10.1021/ar500077t | Acc. Chem. Res. 2014, 47, 2748−27572749



∑ ∑ρ ρ ρ= −
=

−

=

−

k

N

k

N

1

2

F
1

3

CCk k (2)

where ρFk is the density of the kth protein fragment and ρCCk
is

the density of the kth concap. The same result can be obtained
for the electrostatic potential and dipole moment.17,52−54

After the density of the full protein system is obtained from
the MFCC calculation, one can employ DFT to compute the
total energy (E) of the protein using the following equation
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where T[ρ] is the kinetic energy, ϕ(r) is the electrostatic
potential (electron contribution only), and EXC[ρ] is the
exchange-correlation energy. The kinetic energy can also be
approximately obtained by the MFCC ansatz17
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More details about integrating eq 3 can be found in ref 17.
Another approach is to compute the protein energy by

constructing the density matrix (DM) of the system based on
fragment density matrices. The density matrix of the molecular
system can be obtained using the MFCC-DM method19
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where PFk
μv and PCCk

μv are the density matrix elements of the kth
fragment and kth concap, respectively. After the density matrix
of the full protein system is obtained, the total HF or DFT
energy of the protein can be calculated directly from the full
density matrix.19

A more accurate treatment to include some non-zero off-
diagonal density matrix elements to account for the close

contact interactions is introduced by pairwise interaction
correction (PIC).20 In the MFCC-DM-PIC approach, two
residues that are not simultaneously present in a fragment and
are within a certain distance of each other are paired, which is
termed an interacting unit. The PICs on the density matrix
element associated with the interacting units (residues i and j)
are obtained by the following relation

− = − −μν μ μ μP i j P P P( ) ij
v

i
v

j
v

PIC (6)

and they are added to the total density matrix of the full system
from the MFCC-DM calculation. The PIC-corrected density
matrix is then used to calculate the molecular properties and
total energy of the protein.20

3. EE-GMFCC METHOD

3.1. Total Energy of the Protein

In the EE-GMFCC scheme, each capped fragment calculation
is embedded in the electrostatic field of the point charges
representing the remaining amino acids in the protein, which
accounts for the electronic polarization effect of the protein
environment and is also a key difference from the original
MFCC approach. Moreover, generalized concaps (Gconcaps)
are introduced to include the two-body QM interaction
energies between sequentially non-neighboring fragments that
are spatially in close contact (see Figure 3). If the minimal

distance between two non-neighboring residues i and j is within
a predefined distance threshold λ (normally, λ is set to 4 Å41),
these two residues are considered to be in close contact
(defined as Gconcap) and their interaction is calculated at the
QM level. The total energy of the protein (with N amino acids
and NGC Gconcaps) using the EE-GMFCC method can be
expressed as41,42

Figure 2. One-dimensional interaction potential curves for Efavirenz
and a fraction of HIV-1 reverse transcriptase (Asn175 to Leu193 of
chain A) extracted from the RT−Efavirenz complex (Protein Data
Bank entry 1FKO). The interaction energy is calculated at the
M062X/6-311G** level along the direction from the geometric center
of Efavirenz to that of the polypeptide.

Figure 3. (a) Generalized concap (Gconcap) scheme, when the
distance (R) between two non-neighboring residues i and j is within a
distance threshold λ (R ≤ λ). (b) Atomic structure of Gconcap.
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where Ẽ denotes the sum of the self-energy of the fragment and
the interaction energy between the fragment and background
charges of the remaining system. Ẽij

k − Ẽi
k − Ẽj

k represents the
two-body QM interaction energy between residues i and j in
the kth Gconcap. EDC is the interaction energy doubly counted
in the previous terms of eq 7, which is approximated by the
pairwise charge−charge interactions. The complete definition
of EDC can be found in ref 41.
The critical aspect of the EE-GMFCC method is the

electrostatic embedding scheme for each fragment calculation,
which ensures the electronic polarization effect is properly
taken into account. Through the embedding scheme, many-
body Coulomb effects from other parts of the protein are
included at the HF or DFT level. Typically, the fragment using
the EE-GMFCC method consists of fewer than 65 atoms,41,42

which makes high-level ab initio methods applicable for
proteins.
Numerical studies were performed to calculate the total

energies of 18 globular proteins (containing 243−1142 atoms)
using the EE-GMFCC approach at the HF/6-31G* level.41 The
total energies calculated by the EE-GMFCC approach show
excellent agreement with the full system results. The overall
mean unsigned error (MUE) of EE-GMFCC for the 18
proteins is 2.39 kcal/mol with respect to the full system HF/6-
31G* calculations when the distance threshold λ was set to 4.0
Å.41 In addition, the EE-GMFCC approach was applied to
proteins at the DFT and MP2 level, also showing deviations of
only a few kilocalories per mole from the corresponding full
system results. Figure 4 shows the relative energy profile of 19

conformers for one globular protein [Protein Data Bank (PDB)
entry 2KCF, 576 atoms] at the HF/6-31G* level. The
conformers were extracted from molecular dynamics (MD)
simulation. As shown in Figure 4, the relative EE-GMFCC
energies agree well with the full system results. Figure 5 shows a
comparison of CPU time between the standard MP2 and EE-
GMFCC calculations.

3.2. Electron Density and Electrostatic Potential

On the basis of the EE-GMFCC method, molecular properties
(Q) for a given protein with N amino acids, such as the dipole
moment (μ), electron density (ρ),52−54 and electrostatic
potential (ϕ),25,54−57 can also be obtained using the following
expression42
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where the notations are similar to those described for eq 7, and
the molecular property Q for each fragment is also calculated in
the embedding electrostatic field of the remaining system.
Figure 6 shows the electrostatic potential and dipole moment
of a globular protein (PDB entry 2LAJ, 666 atoms) calculated
by EE-GMFCC and full system M062X/6-31G*, respectively.
The EE-GMFCC method gives accurate molecular properties
for direct linear-scaling computation of protein systems. The
electron density and electrostatic potential calculated at the ab
initio level could improve the accuracy for protein X-ray
structure refinement58 and the prediction of vibrational Stark
shifts at the active site of enzymes,59 respectively.
3.3. Solvation Energy of the Protein

The EE-GMFCC method can be combined with the
conductor-like polarizable continuum model (CPCM60,61),
termed EE-GMFCC−CPCM, for ab initio calculation of the
electrostatic solvation energies of proteins. The details of the
EE-GMFCC−CPCM approach can be found in ref 42. For 12
proteins (containing 218−803 atoms), the electrostatic
solvation energies [G(ele)] calculated by EE-GMFCC−
CPCM are in good agreement with the full sytem HF/6-
31G* calculations.42 The MUE of G(ele) determined by EE-
GMFCC−CPCM is only 3.36 kcal/mol with respect to the full
system results for those 12 proteins. The relative G(ele) of 19
different conformations of one small protein (PDB entry
2I9M) are also calculated using EE-GMFCC−CPCM and
compared with full system results (see Figure 7). As one can
see from Figure 7, the G(ele) of 2I9M undergoes a large
fluctuation between −470 and −300 kcal/mol for different
conformers. The MUE of the relative G(ele) calculated by EE-
GMFCC−CPCM is merely 1.02 kcal/mol with respect to full
system energies for 2I9M.

Figure 4. Comparison of the relative energies of 19 conformers (PDB
entry 2KCF, 576 atoms) selected from a 2 ns MD simulation between
the standard full system HF/6-31G* calculations (black circles) and
EE-GMFCC results (red triangles).

Figure 5. CPU time for the full system and EE-GMFCC calculations
as a function of the number of basis functions at the MP2/6-31G*
level.
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Figure 8 shows a comparison of CPU time for EE-GMFCC−
CPCM and full system HF/6-31G* calculations on 11 small
proteins. As expected, the computational time scale for the EE-

GMFCC−CPCM calculation is O(N) with a low prefactor, in
contrast to O(N3) for the conventional HF/CPCM calculation
of the entire system.

4. AF-QM/MM METHOD FOR NMR CHEMICAL SHIFTS

4.1. Calculating Protein NMR Chemical Shifts in the Gas
Phase

NMR spectroscopy is an invaluable and widely used technique
in chemistry and biology. For proteins, the chemical shift
tensors are key parameters in the NMR experiment, allowing
signals from different nuclei of any given type in a molecule to
be distinguished. Although the chemical shifts are the most
precise NMR parameters that can be obtained for biomolecules,
the inherently complex dependency on geometric, dynamic,
and electronic properties has made accurate prediction of
protein chemical shifts a significant challenge.62

Over the past two decades, QM methods have become
increasingly useful tools for NMR chemical shift prediction.63

However, because of the poor scaling of ab initio methods, it
has not been practical to apply standard all-electron quantum
chemistry methods to large proteins. Because the nuclear
shielding is fundamentally a local physical property, several
fragmentation methods have been proposed for protein NMR
chemical shift calculation at the ab initio levels.64−68 In our
previous studies,38−40 an efficient AF-QM/MM approach was
shown to be applicable to routine ab initio NMR chemical shift
calculations for proteins of any size.
The basic fragmentation scheme of the AF-QM/MM

approach is shown in Figure 9a. In this method, the entire
protein system is divided into nonoverlapping fragments
termed core regions. Usually, we take each amino acid as a
core region. The residues within a certain range of the core
region are assigned as the buffer region. Both the core region
and its buffer region are treated by QM, whereas the rest of the
system is described by background charges. The purpose of the
buffer area is to include the local QM effects on the chemical
shifts of the core region. Each fragment-centric QM/MM
calculation is conducted separately. All the fragment-based
calculations are mutually independent and parallelizable. At the
end, only the shielding constants of the atoms in the core
region are extracted from the individual QM/MM calculations.
A more detailed illustration of the automated fragmentation
scheme is presented in Figure 9b. The detailed distance-

Figure 6. Electrostatic potential in atomic units (AU) at the solvent-accessible surface of the protein (PDB entry 2LAJ, 666 atoms) from full system
(left) and EE-GMFCC (right) calculations at the M062X/6-31G* level. The red arrows represent the calculated dipole moments using full system
(295.258 D) and EE-GMFCC (297.878 D) methods.

Figure 7. Variation of the electrostatic solvation energy [G(ele)] over
19 different conformations selected from a 2 ns MD simulation for the
protein of PDB entry 2I9M. Red triangles and black circles represent
the results calculated using the EE-GMFCC−CPCM and standard full
system HF/6-31G* methods, respectively.

Figure 8. CPU time for the full system and EE-GMFCC−CPCM
calculations as a function of the number of basis functions at the HF/
6-31G* level.
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dependent criteria for assigning the buffer region are described
in refs 38 and 39.
The results of the AF-QM/MM method shows excellent

agreement with the results of the full system (gas phase)
calculations of NMR chemical shieldings for the Pin1 WW
domain. As shown in Figure 10, the correlation coefficients
between AF-QM/MM and full system B3LYP/6-31G**
calculations are almost 1 for 1H, 13C, and 15N chemical
shieldings. The root-mean-square errors (rmses) for 1H, 13C,
and 15N chemical shieldings are 0.09, 0.23, and 0.40 ppm,
respectively, with respect to full system results. The environ-
mental electrostatic potential is also indispensable for accurately
reproducing the chemical shielding using the fragmentation
approach.38 The AF-QM/MM method has also been
successfully applied to predicting the chemical shift anisotropies
in proteins44 and vicinal J spin−spin coupling constants for the
protein backbone.43

4.2. Calculating Protein NMR Chemical Shifts in Implicit
Solvent

As most NMR measurements are performed on liquid samples
and NMR chemical shifts are quite sensitive to the solvent
effects, the AF-QM/MM approach can be improved by
incorporating the implicit solvent model to calculate protein
NMR chemical shifts in solution.39 In the continuum-solvent
model, the solute (protein) is represented by a charge
distribution ρ(r) embedded in a cavity surrounded by a
polarizable medium with dielectric constant ε. The solute
charge distribution polarizes the dielectric medium and creates
a reaction field that acts back to polarize the solute until
equilibrium is reached. The reaction field acting on the solute
can be effectively represented by that of induced charges on the
cavity surface according to the classical electrostatic theory. On
top of the AF-QM/MM method, we use the DivCon program69

that combines the linear-scaling divide-and-conquer semi-

Figure 9. (a) Subsetting scheme for the AF-QM/MM approach. (b) If the nth residue is the core region, the sequentially connected (n − 2)th, (n −
1)th, (n + 1)th, and (n + 2)th residues are included in the buffer region. In addition, the residues in spatial contact with the nth residue are also
assigned to the buffer region.

Figure 10. Three-dimensional structure of the Pin1 WW domain (PDB entry 1PIN, 558 atoms) and the correlation between AF-QM/MM and full
system B3LYP/6-31G** calculations (in the gas phase) for 1H, 13C, and 15N chemical shielding.
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empirical algorithm with the Poisson−Boltzmann (PB)
equation to perform the self-consistent reaction field (SCRF)
calculation. Then the set of point charges of the MM
environment and on the molecular surface (derived from
SCRF calculations) that represents the reaction field are used as
the background charges in the QM calculation as shown in
Figure 11.

AF-QM/MM calculation of NMR chemical shifts for four
proteins (Trp-cage, Pin1 WW domain, GB3, and ubiquitin) has
been conducted using the B3LYP method.39 The calculated
chemical shifts of 1H and 13C for these four proteins are in
excellent agreement with experimentally measured values and
represent a clear improvement over those from the gas phase
calculation (see Figure 12), while the nonpolar 13C chemical
shifts are less affected by the solvent. However, although the
inclusion of the solvent effect also improves the accuracy for
15N chemical shifts, the computed results do not agree with
experimental values as well as 1H and 13C. Furthermore, the

Figure 11. X-ray structure of ubiquitin (PDB entry 1UBQ, 1231
atoms) together with the surface charges calculated by DivCon. The
core QM region and buffer region are represented by a ball-and-stick
model and a stick model, respectively. The rest of the protein is treated
with the point charge model.

Figure 12. Correlation between experimental 1H, 13C, 13Cα, and
15N NMR chemical shifts and calculated chemical shifts of four proteins (Trp-cage,

Pin1 WW domain, GB3, and ubiquitin) using the AF-QM/MM method. The results for 15N in the side chains are highlighted with cyan circles. The
amide protons were excluded. The chemical shifts of carbonyl carbons were calculated using the B3LYP functional with the mixed (6-311++G**/4-
31G*) basis set, while the chemical shifts for other atoms were computed at the B3LYP/6-31G** level.

Figure 13. Graphic representation of ubiquitin together with the
explicit water molecules and surface charges calculated with DivCon.
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AF-QM/MM calculated result can accurately reflect the
dependence of 13Cα chemical shifts on a protein’s secondary
structure, and the ab initio chemical shifts can be utilized to
discriminate the native structure of proteins from decoy
conformations through direct comparison between experiment
and theory.39

4.3. Calculating Protein NMR Chemical Shifts in Explicit
Solvent

In AF-QM/MM calculations with the implicit solvent model,
the predicted amide proton (1HN) chemical shifts of proteins
still have large deviations from the experimental values. The
specific solvent−solute interactions such as hydrogen bonding
between the polar amide group and water molecules cannot be
accurately described using implicit solvent. Explicit inclusion of
solvent molecules in the calculation of the 1HN chemical shift is
required to account for the quantum effect of the solvent.40 To
place the explicit water molecules around the protein, we
utilized the PLACEVENT program that is based on the three-
dimensional reference interaction site model (3D-RISM).70

Only the water molecules in the first and second solvation
shells (within 6.0 Å of any atom of the protein) are explicitly
treated as part of the entire system (see Figure 13), while the
implicit solvent model was used to represent the bulk solvent
effect beyond the second solvent shell. As shown in Figure 14,
the calculated 1HN chemical shifts of two proteins (GB3 and
ubiquitin) using the explicit solvent model show remarkable
improvement over those from the implicit solvation calcu-
lation.40

5. CONCLUDING REMARKS

The EE-GMFCC approach is an accurate and efficient method
for QM calculation of the molecular properties, total energy,
and electrostatic solvation energy of proteins. The molecular
properties calculated at the ab initio level could greatly improve
the accuracy of protein X-ray structure refinement and predict
the vibrational Stark shift at the active site of enzymes. The EE-
GMFCC method is linear-scaling with a small prefactor,
trivially parallel, and can be readily applied in performing
protein−ligand binding affinity calculations in solution,
structural optimization of proteins, and molecular dynamics
simulation with high-level ab initio electronic structure theories.
Via combination of implicit and explicit solvent models, the

protein NMR chemical shifts calculated by the linear-scaling

AF-QM/MM method are in excellent agreement with
experimental values. Other NMR parameters, such as the
chemical shift anisotropy tensor and spin−spin coupling
constant, have also been studied by using this approach.43,44

The applications of the AF-QM/MM method may also be
extended to more general biological systems,45 such as DNA/
RNA, metalloprotein, protein−ligand, and membrane protein−
lipid complexes.
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